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Application 1. Web search



This year’s keynotes are 
from Bin Yu, Ed H. Chi, 
Kristen Grauman...

Alexa, who are the 
keynote speakers at 
this year’s WSDM?

Application 2: Question answering



Application 3: Recommendation
Discover similarities between entities











Better embeddings 
= Better cold start recommendations

Because you watched... you might like...



Industry knowledge graphs

70B facts (2016) 50B facts (2018)

1T facts (2018)



Why Web-Scale Knowledge 
Collection?



Still Missing A Lot of Long-Tail Knowledge



Still Missing A Lot of Long-Tail Knowledge



Still Missing A Lot of Long-Tail Knowledge



How can we take advantage of the vast quantity of 
information on the web and convert it into useful 

information?

















What Is Unstructured Text?



● Consistent 
layout/template

● Facts in specific position
○ (or specific relative to 

some constant piece 
of text)

What Is Semi-structured Text?



Image via http://webdatacommons.org/webtables/, Braunschweig et al, 2015

What Is Tabular Text?

On web, defined by <table>, <tr>, <td> tags



Information extraction is to identify facts from documents or 
semi-structured form and convert them into structured form.

What is Information Extraction?

(Serena Williams, born in, Florida)

Knowledge Triple

Subject
Predicate
(Relation)

Object





ClosedIE vs OpenIE

● ClosedIE: Known unknowns

Align to existing attributes
(“Trump”, place_of_birth, “USA”)

● OpenIE: Unknown unknowns

Not limited by existing  attributes
(“Trump”, “likes most”, “Trump 
tower”)

 



Where Are We in Web-Scale Knowledge Extraction

● Collected mostly from a few 
web sources

● Automatic collection has fairly 
low precision and recall

● Cover only known unknowns
● Collected knowledge cannot 

be easily aligned w. existing 
knowledge



Why Is This Hard?



Text vs. semi-structured data



Semi-structured data vs. semi-structured data



Text vs. web table



Language vs. language



● Different languages
● Different subject domains
● Different entity and relation types
● Different lexical/syntactic phrases
● Different website templates
● Different textual modalities

Challenge 1: Diversity of Data



Extracting from more websites = More diverse data

Extracting from multiple languages = More diverse data

Extracting from multiple subject domains = More diverse data

More Detail = More Diversity

Challenge 1: Diversity of Data



Challenge 2: Multiple Modality of Text
● Facts about an entity may be expressed in unstructured text, 

semi-structured fields, and tables
● We need to:

○ Extract from all kinds of text
○ Link values between different kinds of text
○ Benefit from signals expressed in different modalities



Challenge 3: Lack of Training Data

● More data → Better model
● But labeling data is expensive
● We need to:

○ Label data cheaply
○ Label data automatically
○ Learn from limited data
○ Learn from noisy data



Challenge 4: Unknown Unknowns

● New Relationships
○ On 10 semi-structured movie 

websites, the IMDb ontology 
covers only 7% of relations.

● New Domains
○ Jurassic Park ride?
○ Video game?
○ Broadway show?

● Interesting? Not interesting?



1. Diversity of data
2. Multiple modalities of text
3. Lack of training data
4. Unknown unknowns

Can we build a single extractor to find consistent 
signals across these diverse elements of data from all 
modalities of text?

Summary: Four Challenges



How to Do Web-Scale 
Information Extraction



● Diversity→Identifying consistent patterns
○ Leverage consistency in model/representation
○ Leverage redundancy across the web (make scale an advantage)
○ Combining information from multiple modalities can give more 

consistent signals

Key Intuitions
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● Diversity→Identifying consistent patterns
○ Leverage consistency in model/representation
○ Leverage redundancy across the web (make scale an advantage)
○ Combining information from multiple modalities can give more 

consistent signals
● Lack of training data→Learning with limited labels

○ Find automated ways to label data
○ Employ weak learning or semi-supervision 

● Unknown unknowns→OpenIE
○ Identifying similarity between known predicates and unknown 

predicates

Key Intuitions



35 Years of Information Extraction

2008 (Semi-stru)

Extraction from semi-structured data
● WebTables: search, extraction
● DOM tree: wrapper induction

2013 (Deep ML)

Deep learning
● Use RNN, CNN, attention 

for RE
● Data programming / 

Heterogeneous learning 
● Revisit DOM extraction

1992 (Rule-based)

Early Extraction
● Rule-based: Hearst pattern, 

IBM System T
● Tasks: IS-A, events

~2005 (Rel. Ex.)

Relation extraction from texts
● NER→EL→RE

○ Feature based: LR, SVM
○ Kernel based: SVM

● Distant supervision
● OpenIE





2018 - present:
Multi-modal extraction 
using text, layout, and 
visual signals

35 Years of Information Extraction

2008 (Semi-stru)

Extraction from semi-structured data
● WebTables: search, extraction
● DOM tree: wrapper induction

2013 (Deep ML)

Deep learning
● Use RNN, CNN, attention 

for RE
● Data programming / 

Heterogeneous learning 
● Revisit DOM extraction

1992 (Rule-based)

Early Extraction
● Rule-based: Hearst pattern, 

IBM System T
● Tasks: IS-A, events

~2005 (Rel. Ex.)

Relation extraction from texts
● NER→EL→RE

○ Feature based: LR, SVM
○ Kernel based: SVM

● Distant supervision
● OpenIE



What is multi-modal extraction?
In the multi-modal setting, we will consider methods that jointly address 
unstructured, semi-structured, and tabular text and bring in visual 
information

No real full-fledged systems in practice yet



Example 1. Google Knowledge Vault
Knowledge extraction from four types of web data (Dong et al., 
KDD 2014, VLDB 2014) 



Example 2. Amazon Product Graph
Product knowledge extraction from Catalog product profiles and 
semi-structured websites (Dong et al., KDD 2018, ICDE 2019) 



In this tutorial, we will cover...
● Information extraction techniques for unstructured, semi-structured, and 

tabular text
● Overview of common challenges facing any extraction project (and 

suggested solutions)
● State-of-the-art approaches from academia and industry that consider all 

types of text
● A look to the future of knowledge collection from the web



In this tutorial, we will NOT cover...
● Web crawling
● Machine translation
● Entity linking
● Knowledge base cleaning
● Knowledge fusion
● Automated question answering
● ...



Outline
● Introduction (30 minutes)
● Part Ia: Unstructured text (30 minutes)
● Break (30 minutes)
● Part Ib: Unstructured text: Methods (15 minutes)
● Part II: Semi-structured text (45 minutes)
● Part III: Tabular text (15 minutes)
● Part IV: Multi-modal extraction (30 minutes)
● Conclusion and future directions (15 minutes)



Knowledge Collection from 
Unstructured Text
Colin Lockard, Prashant Shiralkar, 

Xin Luna Dong, Hannaneh Hajishirzi



Outline
● Introduction (30 minutes)
● Part Ia: Unstructured text: Overview (30 minutes)
● Break (30 minutes)
● Part Ib: Unstructured text: Methods (15 minutes)
● Part II: Semi-structured text (45 minutes)
● Part III: Tabular text (15 minutes)
● Part IV: Multi-modal extraction (30 minutes)
● Conclusion and future directions (15 minutes)



How can we extract knowledge from texts?

Questions we will answer in this section



What are the tasks and subtasks of extraction from unstructured text?

What are the models and algorithms used to approach this task?

What are the central challenges in implementing a system in practice?

How can those challenges be overcome?

Questions we will answer in this section



Once

What Is Unstructured Text?

Once 
upon a 
time...

O

upon a

n c e

A set of 
documents

Document (a 
sequence of 
sentences)

Words (a 
sequence of 
characters)

Sentence (a 
sequence of 
words)



“Oprah Gail Winfrey (born Orpah Gail Winfrey;[1] January 29, 1954) is 
an American media executive, actress, talk show host, television 
producer, and philanthropist.”



https://www.nytimes.com/2020/01/22/science/bees-vomit-nectar.html?algo=identity&fellback=false&imp_id=571335236&imp_id=309859981&action=click&module=Science%
20%20Technology&pgtype=Homepage



‘"She's coming! Strike up, Beth! Open the door, 
Amy! Three cheers for Marmee!" cried Jo, 
prancing about while Meg went to conduct 
Mother to the seat of honor.’



“guys i can’t tell u why yet but i’m so excited for tonight i’ve never felt 
this way goodbye”

https://twitter.com/ArianaGrande/status/1196856445205131266



“Feliz Ano, meu Amor! ❤Que 2020 seja um ano repleto de amor, 
saúde, paz e sucesso para todos! Happy New Year to all!🥳”

https://www.facebook.com/Cristiano/posts/10157949836957164?__xts__[0]=68.ARAblf0bWtRKzH5XU4C-ExoUZZ3OmxNWEsNJCIciAZRTvptLB1onHoTUsN
bhUBW6N4-3GnPmPcH7Wt2m-HtWE-sneckG0zKOdzT5b-k1ZW-8SShEkUvkk62FF_AZH99sJIHKXHvg1sdGPN1LB4kbGQgda_EaKYpap00Bm607HxgL9J5sYxg
cvkm7_3iFfXu86TSIGRn7HeIdlWMYatcotHEEaX_G63MMHd4H0wSq05RmmDsqAcPYvx6wlPRqlvKlxdlPPdxBbyP0WEjFvmmLUaa98ZpG97O6ffWH0915I8Pn
wkpWzZQbsSpT9No-vgxpRL0xTdk0Bm8i-lJiAA&__tn__=-R



● Completely free form: paragraphs, sentences, phrases
● Common grammar and words: different ariticles can have 

different styles, but grammar and words are similar
● Rich information from text: human language possibly has the 

highest expressiveness
● Typically not much of layout: normally just paragraphs with 

hyperlinks 
● A lot of information is not factual: subjective, emotions, 

fictional, etc.

Characteristics of unstructured texts



● Text is the fundamental way for people to communicate and pass 
on knowledge

Why extracting from unstructured texts



● Input: Paragraphs (about a particular entity, or general 
paragraphs)

● Output
○ Binary relationship: IS-A
○ Triple relationship: (subject, predicate, object)
○ Event: When, Where, Who, What, How

What is extraction from texts



Extraction output



“Events” are relationships that occur at specific time and place.

Event Extraction



Why is extraction from text hard?
● Diversity

Bill Gates founded Microsoft in 1975.
Bill Gates, founder of Microsoft, …
Google was founded by Larry Page …
Amazon was founded in the garage of Bezos’ 
rented home in Bellevue, Washington 



Why is extraction from text hard?
● Fuzzy language with weak structure



Why is extraction from text hard?
● What to extract and what not to?



Why is extraction from text hard?
● Lack of training data



Why is extraction from text hard?
● Diversity

○ Different ways of expressing the same entity, relationship, etc.
○ Language can be fuzzy, ambiguous
○ Different languages

● Lack of training data
● Unknown unknowns

○ factual and interesting vs. factual but not interesting 
vs. subjective



Opportunities
● Consistency: Same grammar and word semantics
● Redundancy: Same fact is often repeated in different articles, in 

various ways



Short Answers
● Consistency

○ Model problem as text span classification and relationships between 
spans

○ Word embedding models help capture text semantics 

● Training data
○ Weak supervision gives cheap training data

● OpenIE
○ Discovery of new types and relationships



High-level approach for extraction

Named Entity 
Recognition

Entity Linking

Relation Extraction

Bill Gates founded Microsoft in 1975.

Person Company



High-level approach for extraction

Named Entity 
Recognition

Entity Linking

Relation Extraction

Bill Gates founded Microsoft in 1975.



High-level approach for extraction

Named Entity 
Recognition

Entity Linking

Relation Extraction

Bill Gates founded Microsoft in 1975.

isFounder

We focus on Relation Extraction in 
the rest of the tutorial.



Machine learning classifiers take in a set of features that describe a 
data point and output a prediction of that datapoint’s class.

We’ll need to:

1. Select features to represent our raw text
2. Combine those features for larger units (e.g. spans) if necessary
3. Select a model to take in these features and make a prediction
4. Train that model

Classification models



● Different words can mean the same thing.
○ Dog, pup, pooch, hound, canine can all refer to the same 

animal
● The same word can mean different things.

○ “by the river bank” and “by the Chase bank” 

Challenge 1: 
Diversity of 

textual 
semantics

Representing words is hard



● Different words can mean the same thing.
○ Dog, pup, pooch, hound, canine can all refer to the same 

animal
● The same word can mean different things.

○ “by the river bank” and “by the Chase bank” 
● There are a lot of words.

○ Some words appear rarely/never during training Challenge 3: 
Lack of training 

data

Representing words is hard



● Understand the meaning of each word
● Understand the meaning of each word in its context
● Understand the meaning of multiple words in a sequence

Text features desiderata



A few years ago: Bag-of-words, POS tags, syntactic parsing

Now: Pre-trained embedding models

Featurizing text



Dense vector representation of a word or sub-word part

Large corpus: Learn to predict nearby words

Word2Vec (Mikolov et al, 2013), GloVe (Pennington et al, 2014)

Word Embeddings



● BERT (Devlin et al, 2019): Biggest revolution in NLP of last few 
years
○ Builds contextual representation of each token in a sentence
○ Training objective: Learn to predict missing words in a 

sentence
○ Transformer neural net architecture
○ Also builds representation of entire sentence

● Pre-trained BERT available from Google

Contextual Word Embeddings

Overcoming
Challenge 1 & 3: 

Pre-trained 
embeddings



● Less effective if text is very different from “normal” English
○ Train model specific to your text
○ E.g. SciBERT (Beltagy et al, 2019) for scientific documents

● Computationally expensive
○ 1-30 seconds per webpage on GPU

Problems with BERT

Challenge 1: 
Diversity of 
language



● Active area of research
○ ALBERT (Lan et al, 2019)

● Alternative embedding models
○ FastText (Grave et al, 2016)

Faster alternatives to BERT



Outline
● Introduction (30 minutes)
● Part Ia: Unstructured text (30 minutes)
● Break (30 minutes)
● Part Ib: Unstructured text: Methods (15 minutes)
● Part II: Semi-structured text (45 minutes)
● Part III: Tabular text (15 minutes)
● Part IV: Multi-modal extraction (30 minutes)
● Conclusion and future directions (15 minutes)



Knowledge Collection from 
Unstructured Text
Colin Lockard, Prashant Shiralkar, 

Xin Luna Dong, Hannaneh Hajishirzi



Outline
● Introduction (30 minutes)
● Part Ia: Unstructured text: Overview (30 minutes)
● Break (30 minutes)
● Part Ib: Unstructured text: Methods (15 minutes)
● Part II: Semi-structured text (45 minutes)
● Part III: Tabular text (15 minutes)
● Part IV: Multi-modal extraction (30 minutes)
● Conclusion and future directions (15 minutes)



How can we extract from texts?

Questions we will answer in this section



Short Answers
● Consistency

○ Model problem as text span classification and relationships between 
spans

○ Word embedding models help capture text semantics 

● Training data
○ Weak supervision gives cheap training data

● OpenIE
○ Discovery of new types and relationships



Methods



How can we extract attributes and relationships 
from detail pages with a known subject?



Detail page



● Sequence tagging problem
● “BIO Tagging”

○ “Beginning”
○ “Inside”
○ “Outside”

Span classification



Sequence tagging

Typically used for Named Entity Recognition



OpenTag (Zheng et al, 2018)
● Span classification for 

relation extraction
● Data is product detail 

pages
○ No need to extract 

product
● Extracts product 

attributes such as brand 
and flavor from product 
title/description



Variety Pack Filet Mignon and Porterhouse Steak Dog Food (12 count)

B-Flavor B-FlavorI-Flavor I-FlavorO O O O O O O

(ASIN B0001234567, has_flavor, “Filet Mignon”)
(ASIN B0001234567, has_flavor, “Porterhouse Steak”)



Span classification: OpenTag

Challenge 3: 
Lack of training 

data

● Word embeddings capture 
word meaning

● LSTM layer captures word 
sequence information

● Attention layer allows 
interaction across sequence

● CRF layer enforces 
consistency



Start with small amount of labeled 
data

Ask human to selectively label 
most informative datapoints

Active Learning with OpenTag

Overcoming
Challenge 3: 

Active learning



Relation 
extraction 
results with 
~90% 
accuracy

OpenTag Results



OpenTag: Summary
● Relation extraction as span classification via BiLSTM-CRF
● Pros:

○ Reduces relation extraction from span pair classification to 
single span classification

○ Active learning
● Cons:

○ Only works on text from detail page



How can we extract jointly extract entities, 
relationships, and events from any unstructured 
text?



● Single model for NER, co-reference, relation extraction

DyGIE (Luan et al, 2019)

Challenge 3: 
Lack of training 

data



● Single model for NER, co-reference, relation extraction
○ Multi-task learning objective 

DyGIE (Luan et al, 2019)

Overcoming
Challenge 3: 

Multi-task 
learning



DyGIE (Luan et al, 2019)
●

Enumerate 
all spans up 
to length L



DyGIE (Luan et al, 2019)
●

Spans initially 
represented via 
local textual 
features



Construct graph:
- Spans are nodes
- Edges are 

(potential) 
coreferences

- Edge weight 
indicates 
confidence

DyGIE (Luan et al, 2019)
●



Iteratively propagate 
node information

DyGIE (Luan et al, 2019)
●



Repeat process for 
relations:

- Edges now 
indicate relation 
types

DyGIE (Luan et al, 2019)
●



DyGIE (Luan et al, 2019) Use final 
representations to 
predict entity types 
and relations●



DyGIE++ (Wadden et al, 2019)
DyGIE++ adds events

Replaces word embeddings 
and LSTM with BERT word 
representations



DyGIE++ State-of-the-art 
results across many 
datasets

More accurate on 
newswire data

Scientific/medical 
text is more 
challenging



● Builds span representations via graph propagation over span 
graph

● Pros:
○ Multi-task learning finds signal from different sources
○ Single model for all IE tasks
○ Handles overlapping spans

● Cons:
○ Still requires manually labeled training data
○ Still relatively small scale (single paragraph)

DyGIE takeaways



How can we extract without manually labeling 
data?



Distant Supervision (Mintz et al, 2009)
Automatically generate training data using existing knowledge



Distant Supervision (Mintz et al, 2009)
Automatically generate training data using existing knowledge



Distant Supervision (Mintz et al, 2009)
Automatically generate training data using existing knowledge



Distant Supervision (Mintz et al, 2009)
Automatically generate training data using existing knowledge



Distant Supervision (Mintz et al, 2009)
Automatically generate training data using existing knowledge Matching 

to KB is 
noisy!



Distant Supervision (Mintz et al, 2009)
● Automatically create training data based on existing knowledge
● Pros:

○ Free training data
● Cons:

○ Training data is noisy
○ Assumes existing knowledge base



Data Programming (Ratner et al, 2016)
● Often may have multiple sources of weak supervision

○ Distant supervision from a Knowledge Base
○ Heuristics / regular expressions
○ Noisy crowd-labeled data
○ Manually defined constraints
○ Extractions from an existing (and imperfect) IE system

● How can we most effectively learn from noisy data from different 
sources?



Data Programming (Ratner et al, 2016)
Noisy labels from 
multiple “labeling 
functions”

Generative model to 
“de-noise” training data

Learns which labeling 
functions are best for 
which data points



Snorkel (Ratner et al, 2017)
Open source system implementing Data Programming paradigm

Interface allows user to easily create labeling functions



Snorkel (Ratner et al, 2017)

Image via https://hazyresearch.github.io/snorkel/blog/snorkel_programming_training_data.html



Snorkel

Image via https://hazyresearch.github.io/snorkel/blog/snorkel_programming_training_data.html







Snorkel
Relatively small number 
of labeling functions



Up to 39 point F1 
improvement over 
distant supervision

Snorkel
Relatively small number 
of labeling functions



Snorkel
Relatively small number 
of labeling functions

Competitive with manual 
training labels



● Tool for creating labeling functions to automatically create training 
data

● Pros:
○ Cheaply create lots of training data
○ More accurate than distant supervision

● Cons:
○ Still need to create well defined ontology

Snorkel



How can we discover new relations?



OpenIE (Banko et al, 2008)
All of the prior work requires a defined set of entity and relation types

Open Information Extraction: Extract arguments with a string representing the 
relationship

Challenge 4: 
Unknown 
unknowns



● Predicate: longest sequence of 
words as light verb construction

● Subject: learn left and right 
boundary

● Object: learn right boundary
● LR for triple confidence

OpenIE from Texts (Etzioni et al, 2011)

Bill Gates founded 
Microsoft in 1975.

Where are predicates from?



Knowledge Collection from 
Semi-structured Text
Colin Lockard, Prashant Shiralkar, 
Xin Luna Dong, Hannaneh Hajishirzi



Outline
● Introduction (30 minutes)
● Part I: Unstructured text (45 minutes)
● Break (30 minutes)
● Part Ib: Unstructured text: Methods (15 minutes)
● Part II: Semi-structured text (45 minutes)
● Part III: Tabular text (15 minutes)
● Part IV: Multi-modal extraction (30 minutes)
● Conclusion and future directions (15 minutes)



How can we extract from 
semi-structured websites?

Questions we will answer in this section

Semi-structured 
website pages



Questions we will NOT answer in this section

Semi-structured records



Amazon Confidential

What is a semi-structured website?

IMDb is an example, with  
millions of such 
semi-structured pages about 
celebrities and movies.

Topic entity

Relations as key-value pairs



Semi-structured websites are everywhere!

Bollywood films Nigerian films

Canadian films

… and many many long-tail websites

40-50% of content on the Web is templates (Gibson WWW’05)



● Data rich: websites are HTML templates populated by underlying 
database records

● Distinct page per domain entity: each detail page is about a 
distinct topic entity in the domain

● Attributes as key-value pairs: attribute names and values are 
often found in key-value format

● DOM tree: Each page can be represented as a DOM tree
● Text extraction: Each textual value can be located by applying an 

XPath to the DOM tree page representation

Characteristics of semi-structured websites



Why extract from semi-structured websites?
Knowledge Vault @ Google showed big potential from DOM-tree 
extraction (Dong et al. KDD’14, VLDB’14) 

Accuracy is still low



What is semi-structured 
website extraction?

Amazon Confidential

Extraction of structured data 
records from given semi-structured 
webpages.

Records as triples
(“Rita Moreno”, birthDate, “December 
11, 1931”)
(“Rita Moreno”, birthPlace, “Humacao, 
Puerto Rico”)
(“Rita Moreno”, height, “5’ 2 1\2” (1.59 
m)”)
(“Rita Moreno”, starsign, “Sagittarius”)
….



Why is semi-structured website extraction hard?
● Diversity:

○ Layout: key-value pairs, tables, lists, records

Horizontal vs. 
vertical layout



Why is semi-structured website extraction hard?
● Diversity:

○ Terms: “Birthday” and “Birthplace” (Site 1) vs. “Born” (Site 2)



Why is semi-structured website extraction hard?
● Diversity:

○ Layout: key-value pairs, tables, lists, records
○ Terms: “Birthday” and “Birthplace” (Site 1) vs. “Born” (Site 2)
○ Format: fonts, abbreviations, e.g. “T. Cruise” vs. “Tom Cruise”
○ Language: “place of birth” (English) vs. “출생지” (Korean)
○ Domain: music, movies, books, sports, .. 

● Mismatch in values: 
○ “Aug 4” (imprecise) vs. “Aug 4, 1961” (complete)
○ B. Obama’s birthplace as “Kenya” (false) vs. “Hawaii” (true)

● Training data scarcity: no training data for each website template



● Consistency within a website template:
○ Topic entities have their own page with similar format
○ Key-value pairs corresponding to (relation, object) pairs have 

similar layout

Opportunities



Opportunities
● Consistency within a website template:

○ Topic entities have their own page with similar format
○ Key-value pairs corresponding to (relation, object) pairs have 

similar layout
● Informativeness: 

○ Multiple attributes per entity
○ Diverse attribute values across entities



Opportunities
● Consistency within a website template:

○ Topic entities have their own page with similar format
○ Key-value pairs corresponding to (relation, object) pairs have 

similar layout
● Informativeness: 

○ Multiple attributes per entity
○ Diverse attribute values across entities

● Uniqueness: only one or at most two detail pages per entity
● Redundancy across websites: 

○ Instance-level: attribute values
○ Ontology/schema-level: attributes



Key differences with text
Dimension Unstructured text Semi-structured 

websites

Input unit Sentence or page Entity page

Consistency Grammatical pattern Page template

Entity pair relation Explicit within a 
sentence or paragraph

Explicit to the 
left/top/right of object

NER tools available? Yes No

Context Rich, often ambiguous Short, clean



Entity detail page extraction problem
Input:

A semi-structured website (same HTML template)

Optionally, a set of attributes of interest

Extract:

The text indicating the attribute values



Short Answers
● Consistency

○ Leverage general key-value pair consistency universal in templates

○ Leverage site-level consistency in layout and presentation

● Training data

○ Use distant supervision to generate cheap, but noisy training data

● OpenIE

○ Discover new relations by label propagation



Triples

High-level approach for extraction

Website

Clustering

Learn an extractor 
(model)

Apply extractor

Annotation sample

Similarly 
templated 

pages



Methods for semi-structured website extraction
● Closed IE: extraction for a closed, pre-determined set of relations
● Open IE: extraction for open, unseen set of relations on the Web

Closed IE
● Wrapper induction (IJCAI’97, 

VLDB’01, SIGMOD’09, ICDE’11, 
VLDB’14...)

● Distant supervision
○ Labeled seed sites 

(SIGIR’11)
○ Linked Open Data 

(AAAI’15)
○ Knowledge base (VLDB’18)

Open IE
● WEIR (PVLDB’13)
● Label propagation (NAACL’19)



How do we build a high-quality extractor for a 
website template?



What is wrapper induction? 

Semi-structured webpages are created by populating an HTML 
template with records from an underlying database.

Wrapper induction is the task of inferring the schema (rules) for each 
relation in the database given the DOM tree of pages.

Wrapper induction (Kushmerick, IJCAI’97)



Wrapper induction



Challenges to wrapper induction
Minor variations: Same relation may correspond to different DOM 
tree nodes



Challenges to wrapper induction
Optional/missing sections: Same DOM node may correspond to 
different relations



How do we learn a wrapper for a relation?

Key intuition:

Capture locally consistent 
features around an 
attribute’s values to learn a 
rule that is robust to minor 
page variations



Vertex - A wrapper induction method 
(Gulhane ICDE 2011) Identify representative 

webpages for annotation

Learn a robust XPath 
extractor using features of 
annotated DOM nodes



Example annotation
https://www.allmusic.com/album/tring-a-ling-mw0000895190

Specifies location 
and value for a 
predicate



Learning a robust XPath
Features of annotated DOM nodes:
● HTML tag features (id, class, HTML attributes)
● Siblings and ancestors of annotated nodes
● Path to template strings (e.g., “Director:”)
● Textual features

Learning:
1. Enumerate XPaths for each feature
2. Iteratively combine, evaluate and rank each XPath by its 

“fitness” based on annotated and unannotated sample
3. Stop when the best, robust XPath is found



Example XPaths as rules
‘Price’ on www.amazon.com 

//node()[@class=”listprice”/node()

‘Forum title’ on www.city-data.com

//td[@class=”navbar”/*/text()

‘Address’ on www.hotels.com

//node()[@class=”adr”]

‘Image’ on www.alibaba.com

//node()[@class=”detailImage” or @class=”detailMain hackBorder”]/*/img



Performance
Very accurate extractors: ~100% F1-score



Summary of Vertex
A semi-supervised, closed IE approach that learns attribute rules 
using layout context features of manually annotated DOM nodes.

Pros: 

● High performance: very accurate ~100% F-score
● Robust to local diversity
● Expressive rule space to handle diverse layout

Cons:

● Requires accurate, manually labeled data limiting its scalability
● Operates on a template-by-template basis



How can we extract from ALL websites in a 
domain given ONE or few labeled websites? 



Extracting from all websites in a domain given a single 
labeled website -- PL+IP+IA ( Hao, SIGIR 2011)

Given:
- A set of domain attributes 

- A labeled seed website

Task:
Extract from a new unseen 

website



Key problem for PL+IP+IA

Given:

a DOM tree representation of pages of a new website

Determine:

Text values for each attribute in the domain



Challenges in moving from ONE to ALL websites

● Variation of attribute values: multiple values, abbrev. vs. full values

● Variation of layout: different page layout structures

○ E.g. optional/missing sections, tables vs key-value pairs

● Noisy page content: extraneous content intertwined with target 

attribute values

○ E.g. other date-type values besides true value for ‘publish-date’



What is shared domain knowledge among websites?

1. Attribute-specific semantics

“Birthplace” (Site 1) vs. “Place of birth” (Site 2)

2. Inter-attribute layout consistency

Book title and author generally appear together



Attribute-specific semantics
● Unigrams: some terms indicate presence of the attribute

○ e.g. ‘press’ help identify a book ‘publisher’
● Token/Character count: attribute values typically have 2-4 

terms and are often fixed length e.g. ISBN-13
● Character type: values often only contain certain characters

○ e.g. ‘price’ has digits and symbols ($, Rs.)
● Redundancy: 

○ Some attributes have a fixed set e.g. ‘cuisine’ 
○ Other attributes have unique values e.g. ‘name’

● Context: prefix/suffix indicate presence of attribute value
○ e.g. ‘Publisher:’, ‘Pub. date’



Inter-attribute layout consistency

Some attributes are often close to each other on the page

e.g. title and author

the darker cells indicate attributes are in close vicinity



High-level idea

Learn (shared) 
domain knowledge

Apply domain 
knowledge to 
new website

Apply site-level 
information to 
eliminate false 

positives

Labeled 
seed 

website

New seed 
website Noisy extractions

Attribute-specific classifiers



PL+IP+IA
Learn weak features

Eliminate false positives



Performance

Good overall performance

Limitations:

● Variety of content (e.g. 1.96m, 6 
ft 5 in, 6’5” for height)

● No standard attribute definition 
(e.g. model)

● Disambiguating between true 
and other relevant content (e.g. 
recommended movie titles)



Performance

More labeled seed websites lead to improved performance

Average F-scores



Summary of PL+IP+IA
A semi-supervised, closed IE approach that is able to extract from all 
websites in a domain given a single or few seed websites

Pros: 

● First approach to use domain knowledge as "labeled data"
● Moderately high performance 84% F-score

Cons: 

● Weak generalizable knowledge (high diversity in content format, 
lack of available context)

● Requires manual labels for at least one website/template



How can we avoid manual annotations to scale 
to the large number of websites on the Web? 



How can we automatically annotate? -- Distant 
supervision
Idea: Use a seed KB of a domain as source for distant supervision

Distant supervision assumption: A sentence that contains a pair 
of entities that participate in a known KB relation is likely to 
express that relation in some way. 

Central 
Station

1998

film.release_year

Caveat: The annotation may be noisy.



Ceres (Lockard, VLDB 2018)
 

Amazon Confidential
Automatic annotations 

of KB predicates



Challenges 
● Entity linking problem

● Distant supervision would require 
examination of all entity mention 
pairs as candidates for annotation
⇒  computationally infeasible 
⇒  can lead to spurious annotations

● Disambiguating relations 
involving same entity pair

● Distinguishing between real and 
spurious relation mentions

Spurious mention

Real mention



Amazon Confidential

Rita Moreno

Overlapping entities
Entities in KB not on page

KB

1. Local consistency: The 
topic entity should be 
associated with many 
entities on the page.

2. Global consistency: The 
topic entity’s name 
should be in a consistent 
location on each page.

Topic entity annotation



Relation annotation
1. Annotate entity mention pairs 

using known factual relations 
from the KB.

2. Local consistency:  KB objects of 
the same predicate should be in 
the same section of page.

3. Global consistency: Predicates 
should be in a similar location on 
all pages. Cluster all potential 
mentions of a relation across site 
and choose the most common 
location.

Amazon ConfidentialAmazon Confidential

Automatic annotations 
of KB predicates



Training process

Probabilistic classifier 
(multi-class Logistic Regression using 

similar feature set as Vertex)

DOM Node
One of the 
ontology 
relations 
or “None”

Distantly 
supervised 
annotation

Probabilistic classifier to be 
robust to potentially noisy 
annotations



Performance

Ceres delivers highest 
F-measure on two domains

Another distant supervision 
method using instances from 
Linked Open Data (LOD) for 
supervision

Domain having low overlap with 
seed data performs suboptimally

PL+IP+IA



Ceres -- distant supervision extraction
Extraction on long-tail movie websites



Performance on long-tail movie websites

Unlike rules, you can tune 
your classifier to emphasize 
precision or recall

1.25M triples extracted at 
90% precision using 0.75 as 
confidence threshold

Amazon Confidential



Summary of Ceres
A fully automatic, closed IE approach that extracts data by learning a 
robust relation classifier using layout context features of distantly 
annotated DOM nodes (labels).

Pros:

● Automatic labeling process through distant supervision by a seed 
knowledge base

● Fairly high performance (~90% precision)

Cons:

● Assumes availability of a domain-specific knowledge base
● Low recall of attributes due to inherently being a closed IE method



How do we extract MORE relations on the Web?



Closed IE: We have fully 
automatic extraction 
methods for a few relations

Open IE: How do we expand 
the set of relations to 
include new relations on the 
Web?

OpenIE for harvesting new relations



● Data-rich websites overlap at the schema and instance level
● Why not leverage the data redundancy to learn correct extractors?

WEIR -- The first open IE method (Bronzi, VLDB’13)

Reuters



Overlapping websites

Abstract relation: a set of 
abstract attributes

Partial views over 

Generative model of websites

Extraction & integration = inverting the generation 
process (i.e. discover the abstract relation)



Key intuition: 

Assuming we had extractors for different overlapping websites,

a correct extractor will likely extract data that match with those extracted 
from at least one other correct extractor from a different website

Challenges:

● How do generate extractors in the first place?
● How to differentiate extractors of different attributes?

How do we design an extractor that leverages 
the redundancy of data?



Leverage key properties of semi-structured websites
1. Local consistency: A 

website does not publish 
different values for the 
same attribute

2. Separable semantics: 
Attributes with similar 
semantics are closer than 
attributes with different 
semantics 



Recipe
1. Eliminate obvious 

non-attribute values
2. Enumerate data-type aware 

extractors as XPath rules for 
all candidate attribute values

3. Filter out useless and “weak” 
rules

4. Cluster extractors that match 
data having similar semantics 
while obeying the “separable 
semantics” constraint

Template values
Candidate attribute values



WEIR kills two birds with one stone!

Tackles two problems simultaneously:

1. Data extraction problem: generate attribute 
extraction rules for a given set of websites

2. Data integration problem: unify the diversity of 
relation terms used on different websites by 
integrating them into a unified schema



Performance

Fairly high precision (~90%)

#Pages

Instance-level overlap between sources
d = 1 => all sources have shared instances
d > 1 => many source pairs do not share instances

#instances



Summary of WEIR
The first open IE, unsupervised approach that exploits data redundancy 
to extract and integrate information from multiple websites.

Pros:

● Fairly high performance (precision 90%+)
● Solves data extraction and schema alignment problem 

simultaneously

Cons:

● Requires availability of multiple websites within a domain for data 
redundancy (each instance on at least 5 websites)

● Limits the recall of all relations on the websites due to needed data 
redundancy 



How can we push the recall of relations?



(Predicate,, Object)

(Predicate,, Object)

OpenCeres (Lockard, NAACL 2019)

how to extract 
these new 
relations?



Challenges in Open IE from semi-structured website
Ceres distant supervision enables 
us to match objects, but ..

1. How do we identify their 
relation strings?

2. How do we identify new 
relation strings and their 
objects?

Idea: Leverage visual similarity 
between (relation, object) pairs



How to identify relation string for matching objects?
Intuition: Relation strings are generally more common across a 
website than their related objects, e.g. “Language” vs. “English”

Two main steps:

1. Enumerate candidate relation strings
2. Select closest similar string: string that is lexically/semantically 

similar to a dictionary of terms known for the relation



How do we identify new predicate strings? -- 
Graph-based label propagation (Lockard, NAACL’19)

Weights capture how 
visually similar new 
(relation, object) pairs are 
to seed pairs.

Seed pairs, New pairs that 
are visually similar form a 
graph



Learning OpenCeres model



Performance
Average improvement of 36% precision, 88% recall over baseline

OpenCeres 
outperforms WEIR 
and a naive baseline

Ceres with manually labeled data for all relations



Performance
● Triple-level performance: 68% F1(lenient), 61% F1 (strict)
● Predicate-level performance: avg. 74% precision, 39% recall
● New relations: Avg. of 10.5 new relations for every relation in the 

seed ontology using label propagation

Numbers in parentheses 
indicate strict scoring (vs. lenient 
otherwise)



OpenCeres on a large Common Crawl dataset

Ceres

Conf. 
thresh

Prec. #Triples #Triples w. 
new relations

0.5 58% 2.5M 1.17 (51%)

0.8 70% 1.17M 0.58 (50%)

Still need improvement on new 
relations

Open IE added significant amount of 
knowledge



Examples of OpenIE relations
Movie

Seed: Director, Writer, Producer, Actor, Release Date, Genre, Alternate Title
New: Country, Filmed In, Language, MPAA Rating, Set In, Reviewed by, Studio, 
Metascore, Box Office, Distributor, Tagline, Budget, Sound Mix

NBA Player
Seed: Height, Weight, Team
New: Birth Date, Birth Place, Salary, Age, Experience, Position, College

University
Seed: Phone Number, Web address, Type (public/private)
New: Calendar System, Enrollment, Highest Degree, Local Area, Student 
Services, President



Summary of OpenCeres
A fully automatic, open IE extraction approach that leverages visual 
similarity between seed and new (relation, object) pairs to discover new 
relationships.

Pros:

● Automatic labeling process for new relations using label prop.
● Improved recall of predicates (7x predicates than baselines)

Cons:

● Low to moderate precision
● Operates only at single template level for a given domain.



State of the art for semi-structured data extraction
Method #Sites Learning 

paradigm
Supervision Manual 

superv
ision

Features Model type

RoadRunner 
2001

Single Neither 
closed nor 
open IE

Unsupervised N Layout context Union-free 
regex

Vertex 2011 Single Closed IE Semi-supervised Y Layout context XPath rule

PL+IP+IA 
2011

Multiple Closed IE Semi-supervised Y Textual content + 
context

Text classifier 
+ ranking

Ceres 2018 Single Closed IE Distantly 
supervised

N Layout context Relation 
classifier

WEIR 2013 Multiple Open IE Unsupervised N Layout context + 
text redundancy

XPath rules

OpenCeres 
2019

Single Open IE Distant sup. + 
Label prop.

N Text-based visual + 
layout context

(rel, obj) pair 
classifier



Recipe for semi-structured website extraction
● Problem definition: Extract structured attribute data from 

homogenous set of webpages belonging to a template.
● Short answers:

○ Wrapper induction has high precision and recall
○ Distant supervision is critical for creating training data
○ Graph-based label propagation is effective at extracting new relations
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Tabular Text
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How can we extract from web tables and web lists?

Questions we will answer in this section

Web table Web list



What is a web table? -- (Cafarella VLDB’08 WebDB’08)
● A small relational database embedded in an HTML page. E.g. “List 

of U.S. presidents by age” on Wikipedia
● Different from tables for page layout, calendars and other 

non-relational reasons



Characteristics of web tables

● Unlike pure relational tables, no uniform schema
○ No column types, primary key, or foreign key

● Horizontal tables vs. vertical tables

Horizontal table
Vertical table

We assume horizontal tables in this tutorial



Characteristics of web tables

● Unlike pure relational tables, no uniform schema
○ No column types, primary key, or foreign key

● Horizontal tables vs. vertical tables
○ Horizontal tables: attribute along columns, tuples along rows
○ Vertical tables: attribute along rows, values along columns

● Diverse tables
○ Different tables may use different column names for the same 

underlying class
● Subject-like column vs. attributes of the subject entities



Web contains large number of web tables!
By 2008 estimate, 154 million HTML tables are web tables (Cafarella, 
WebDB’08)

93% of web tables have 2-9 attributes

Tables have much greater diversity in 
row counts

Very few tables have large number of 
attributes



Why extract from web tables?
● Table search based on keywords



Why extract from web tables?
● Table search based on keywords

● Schema autocomplete tool for database designers

○ Suggest ‘company’, ‘rank’ and ‘sales’ as attributes to add to a schema 

for ‘stock-symbol’ as an input



Why extract from web tables?
● Table search based on keywords

● Schema autocomplete tool for database designers

○ Suggest ‘company’, ‘rank’ and ‘sales’ as attributes to add to a schema 

for ‘stock-symbol’ as an input

● Attribute synonym finding tool

○ Automatically find ‘hr’ = ‘home run’ for baseball data



Dimension Unstructured 
text

Semi-structured 
websites

Web tables

Input unit Sentence Entity page Table row

Consistency Grammatical 
pattern

Page template Similar-ranged 
values across rows

Entity pair relation Explicit within 
a sentence or 
paragraph

Explicit to the 
left/top/right of 
object

Column semantics

NER tools available? Yes No No

Context Rich, often 
ambiguous

Short, clean Short, ambiguous

Key differences with text & semi-structured websites



What is web table extraction? -- (Cafarella VLDB’18)
Two key problems to solve:

1. Relation recovery: How do I detect a web table?

2. Metadata recovery: How I understand the semantics of a web 

table to extract its records?

We focus on ‘Metadata recovery’ in this tutorial



How do I detect a web table?



Challenges in relation recovery
● HTML tables vs. other HTML structures that look like tables

● Relational vs. non-relational (“relational” in an informal sense)

● Detecting presence of a header row



Relation recovery -- (Cafarella, WebDB’08)
Idea: Use generic features that discriminate a relation table from a 
non-relational one to create a classifier

Features Performance: Focus on recall

154M relational tables
(1.1% of raw HTML tables)



How I understand the semantics of a web table 
to extract its records?



What is metadata (semantics) recovery?

Goal: Ideally, we want to transform a web table into a pure 
relational database table, to reap the latter’s benefits.

However, we are far from this goal!

Aspects of semantics recovery pursued thus far:

1. Subject column detection

2. Column class detection

3. Relation extraction between a column pair



What is subject column detection?
75% of web tables have a column containing subject entities describing 
each row, enhancing table search quality (Venetis, VLDB’11)

Task: Annotate which column represents the subject entities.

List of restaurant chains (Source: Wikipedia)



What is column class (concept) detection? 

Task: Annotate a column with its class label from an ontology.
‘Name’ or ‘Restaurant’ ?



What is relation extraction between a column pair?
What is the relation between (Name, Parent company) columns?

Task: Annotate the ontology relation between two columns



Limited contextual clues

● Subject column detection: In absence of any additional text, 

how do we infer the correct column describing subject entities?

● Column class detection: How to assign a class label to a column 

when each cell can map to multiple classes/types?

● Relation extraction between column pair: How do we infer a 

relation between columns given that there is no intrinsic clue?

Main challenge in metadata recovery



Methods for web table extraction
Relation discovery
● Table detection (Wang 

WWW’02, Zanibbi IJDAR’04)
● Table extraction (Gatterbauer 

WWW’07)
● WebTables (Cafarella 

WebDB’08, VLDB’08)

Metadata recovery
● Subject column discovery 

(Venetis VLDB’11)
● Column class detection (Wang 

ICER’12, Deng VLDB’13)
● Relation extraction (Venetis 

VLDB’11, Limaye VLDB’10, 
Gupta VLDB’14)



Short Answers
● Subject column detection

○ Leverage generic features of subject entities such as value 
uniqueness, string type, number of characters and words

● Column class detection
○ Leverage external data -- web extracted triples, knowledge graph

● Relation extraction between column pair
○ Measure similarity between a column and entities of a type in a 

knowledge base



Subject column detection as binary classification -- 
(Venetis, VLDB’11)
Use generic features of subject column to train a classifier



Performance
Naive assignment: Scan the table from left to right and select the 
first non-numeric and non-date column as the subject column

Method Accuracy

Naive assignment 83%

SVM classifier 94%

75% of tables on the Web have a subject column

Fairly high 
performance



Column class detection -- (Deng, VLDB’13)
Idea: A column C can be described by a type T from an ontology, if T 
shares significant similarity with C.

Similarity(T, C) : cell contents of C and entities of T in a knowledge base
Precision Recall F-measure

Better precision than Graphical model 
(Limaye VLDB’10 -- coming up) Performance for top-k types ~65% F1



Relation extraction between a column pair -- 
Maximum likelihood model (Venetis, VLDB’11)
Key idea: Look for evidence of support for column pair values in an 
external database of relations or knowledge base

Intuition: If a relation exists in external data for many rows of the 
table, the relation is the likely label for the column pair

Performance: 45% Precision, 70% Recall (low performance)

A pair of values relation



How can we perform all the three tasks using a 
single model?



Performing all the three tasks jointly -- probabilistic 
graphical model (Limaye, VLDB 2010)
Model table annotation using 
interrelated random variables, 
represented by a probabilistic 
graphical model

● Cell text (in Web table) and 
entity label (in catalog)

● Column header (in Web table) 
and type label (in catalog)

● Column type and cell entity (in 
Web table)



Model table annotation using 
interrelated random variables, 
represented by a probabilistic 
graphical model

● Pair of column types (in Web 
table) and relation (in catalog)

● Entity pairs (in Web table) and 
relation (in catalog)

Performing all the three tasks jointly -- probabilistic 
graphical model (Limaye, VLDB 2010)



Performance

Performance is better 
than baselines, but the 
problem is still far from 
solved

0/1 loss for entity annotation accuracy
F1 score for type and relation annotation accuracy



Recipe for web table extraction
● Problem definition: Extract semantics of a web table by 

identifying the subject column, column class, and ontological 
relation for pairs of columns.

● Short answers:
○ Catalog or external data is needed to add context to a table
○ Probabilistic graphical models solve the three annotation tasks jointly
○ Subject column detection has fairly high performance (~94%), while 

column type detection and relation extraction have relatively lower 
performance (50-70%)

○ Problem is far from solved



How can we extract from a web list?



What is a web list?
A web list is a data structure 
containing semi-structured 
data in the form of manually 
generated HTML list.

Not as rich a source as web 
tables, but large nevertheless

~100K lists (Elmeleegy VLDB’11)



Challenges in extracting a web list
● Largely unstructured, inconsistent delimiters

Slide from: Ella Bolshinsky



Challenges in extracting a web list
● Missing information

Slide from: Ella Bolshinsky



Extracting from web lists -- (Elmeleegy VLDB’11)
Idea: Transform a list into 
table

Recipe:

1. Independent 
splitting: split each 
line in the list

2. Alignment: align 
fields into columns

3. Refinement: detect 
and fix incorrect fields



Extracting from web lists -- (Elmeleegy VLDB’11)

Performance degrades 
with table conversion 
quality (65%-95% overall 
range)



Recipe for web list extraction
● Problem definition: Extract semantics of a web list by creating 

structured records from semi-structured lines.
● Short answers:

○ Convert a web list into a web table
○ Performance depends on table conversion ability
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Knowledge Collection with 
Multi-modal Signals

Colin Lockard, Prashant Shiralkar, 
Xin Luna Dong, Hannaneh Hajishirzi



● Methods that jointly consider text found in different modalities on 
a webpage
○ e.g. An entity mentioned both in unstructured and tabular text

● Methods that combine signals from more than one modality to 
improve extraction
○ Including textual semantics, table position, layout, visual 

features

What is multi-modal extraction?



Why consider multi-modal signals?



Subsection of page with consistent 
formatting

Horizontal alignment suggests 
(relation, object) pair

Textual semantics tell us “9.07 g” is 
likely object, not predicate



● Diversity
○ Textual, layout, and visual signals can combine to form 

consistent patterns
● Training data

○ Multi-modal signals allow for accurate and easy creation of 
training data with Data Programming

● OpenIE
○ Visual semantics help make OpenIE extractions from 

semi-structured documents without prior knowledge of the 
subject domain

Short answers



Unstructured Semi-structured Tabular Multi-modal

Input data Raw text 
(sentence, 
paragraph, or 
document)

Detail page 
HTML

Rows and 
columns

HTML + 
Rendered visuals

Diversity 
Challenges

Languages and 
dialects, diversity 
of expression

Templates, topic 
domain, relation 
strings

Topic domains All: Language, 
template, topic

Consistent 
Patterns

Lexical/syntactic, 
textual semantics

Absolute or 
relative DOM 
location

Entity types, 
entity linking

Textual, Layout, 
and Visual 
semantics



How can we connect values found in different 
modalities of text?



BriQ (Ibrahim et al, 2019)
Align mentions in unstructured text with mentions in tabular text

Focused on quantities

May differ in units, aggregation, rounding



BriQ (Ibrahim et al, 2019)



BriQ



BriQ

Get text and 
tables from 
webpage, find 
numeric mentions



Additionally, create 
“virtual” table cells with 
aggregations of 
row/column quantities

BriQ

● Sum
● Difference
● Percentage
● Change ratio



Features include:
- Scale diff
- Precision diff
- Unit match
- Text context

BriQ

Binary classification of text/table 
quantity pairs as being likely/unlikely 
to indicate same quantity



Signals:
- Classifier confidence
- Text context mentions 

aggregation function
- Value difference

Prune to best options

BriQ



BriQ

Joint inference over 
remaining pair options

Random Walk with 
Restarts over mention 
graph



BriQ

Rounded values increase the difficulty of the task



BriQ
● Link quantity values in unstructured text and tables
● Pros:

○ Allows for matching when values are 
aggregated/rounded/truncated

● Cons:
○ Only works for quantities
○ Doesn’t perform extraction



How can we combine signals from diverse 
multi-modal features?



How can we combine signals from diverse 
multi-modal features?
● Emerging research problem
● Shallow combination: Concatenate together features of different 

types
○ Bling-KPE

● Deep combination: Build multi-modal interactions into structure of 
model
○ CharGrid (Convolutional Neural Networks)
○ GraphIE (Graph Neural Networks)



Bling-KPE (Xiong et al, 2019)
Goal: “Keyphrase” extraction from webpages

Typical approach: Use only unstructured text



Bling-KPE (Xiong et al, 2019)
Goal: “Keyphrase” extraction from webpages

Typical approach: Use only unstructured text

This method: Incorporate visual features



Bling-KPE
● Start with ELMO word 

embedding method
○ Could also use BERT

● Visual features capture size, 
location, font, and DOM 
info



Bling-KPE
Convolution over n-grams models 
potential keyphrases

Weak supervision from search logs





Significant improvement 
over strong TFIDF 
baseline

Bling-KPE results



Textual semantics are 
biggest contributor

Visual features also 
help

Bling-KPE ablation study



Bling-KPE
● Combines textual and visual semantics
● Pros:

○ Weak supervision from search logs
○ Uses visual features

● Cons:
○ Single extraction class, no relations between text fields
○ Shallow feature interaction



● IE from semi-structured and visually rich documents such as 
invoices

● Motivation:
○ Approach IE as computer vision task
○ Problem: Learning from raw pixels forces learning language 

from scratch
○ Solution: Model as 2D grid of pixels, but pixel value is 

character, not color
● Used in production in SAP Concur

CharGrid (Katti et al, 2018)



CharGrid

Image via https://medium.com/sap-machine-learning-research/chargrid-77aa75e6d605



CharGrid

Image via https://medium.com/sap-machine-learning-research/chargrid-77aa75e6d605

● Run OCR on document
● Identify bounding box 

for each character



CharGrid

Image via https://medium.com/sap-machine-learning-research/chargrid-77aa75e6d605

● Replace pixel values 
with character value



CharGrid

Image via https://medium.com/sap-machine-learning-research/chargrid-77aa75e6d605

● This new “CharGrid” 
becomes input to 
convolutional neural 
network



CharGrid
● VGGNet Convolutional 

Neural Network 
encodes CharGrid



CharGrid
● Semantic segmentation assigns each 

character to a class



CharGrid
● Semantic segmentation assigns each 

character to a class

● Bounding Box Regression 
groups text into related units
○ e.g. associate item 

description, price, quantity



CharGrid is similar to text-only for invoice number, 
amount, date
- Text values very informative

CharGrid



Names and addresses have more textual diversity. 
CharGrid wins here.

CharGrid



Line-item values require associating multiple text fields. 
Bounding box detection makes this possible for 
CharGrid.

CharGrid



Hybrid models add image-only features to CharGrid.
They provide little improvement.

CharGrid



CharGrid



● Convert image into 2D grid of characters, process with CNN
● Pros:

○ Learns layout semantics
● Cons:

○ No language priors

CharGrid



GraphIE (Qian et al, 2019)
● Combine textual and layout 

information of semi-structured 
documents

● Model documents as a graph
○ Nodes are text fields
○ Edges indicate 

horizontal/vertical adjacency 
between pair of text fields



GraphIE

...

Encode text in each text field.
(They use LSTM. Could also use BERT)



GraphIE Apply Graph Convolutional Network to 
page layout graph



Run NER-style LSTM model over 
sentence with graph representation as 
initial state

GraphIE



GraphIE
On a dataset of 
medical PDFs, graph 
information adds 
about a point of F1 
compared to an 
unstructured text 
extractor



On templates unseen during 
training, the layout graph 
helps tremendously

GraphIE



● Textual features propagated over page layout graph
● Pros:

○ Combines rich textual information with abstract template 
representation

● Cons:
○ Weak generalization to new templates
○ Uses layout relationship, but not other visual features
○ Requires defined ontology
○ Manually labeled training data

GraphIE



How can the multi-modal setting help us with 
Data Programming?



Fonduer (Wu et al, 2018)
Extends Snorkel (Ratner et al, 2017) to 
focus on richly formatted documents

Extraction model uses multimodal 
features



3 labeling functions
Each is informative on different examples











Huge gains in recall 
with small loss of 
precision

Fonduer



Different datasets 
benefit from 
different features

Fonduer



● Cheaply create training data for multi-modal extraction
● Pros:

○ Good accuracy for low price
○ Multi-modal labeling functions 
○ Combines all textual modalities

● Cons:
○ Requires manual work for each subject domain
○ Requires ontology

Fonduer



How can the multi-modal setting help us with 
OpenIE?



ZeroShotCeres (Lockard et al, 2020)
● Page layout graph similar to GraphIE

○ Also includes DOM relationships
● OpenIE: Extracts predicates and objects
● Zero-shot generalization to unseen templates
● Zero-shot generalization to unseen subject domains



ZeroShotCeres
Horizontal edges

Vertical edges

DOM edges connect nodes 
that are siblings/cousins in 
DOM tree 



ZeroShotCeres



ZeroShotCeres



OpenIE training on 2 subject domains
Extract from 3rd (unseen) domain

ZeroShotCeres



With zero prior knowledge on University, 
more accurate than OpenCeres

ZeroShotCeres



ZeroShotCeres Overview
● OpenIE on zero-shot websites and subject domains
● Pros:

○ Learns layout/visual semantics of key-value relationships
● Cons:

○ Still room for improvement in accuracy



State of the art for multi-modal text extraction
Method Extraction 

Type
Supervision Requires 

ontology
Features Model type

Bling-KPE Single 
Span

Weak 
Supervision

N Text, position, font visuals Transformer

CharGrid Grouped 
spans

Supervised Y Character-aligned pixel map CNN

GraphIE Single span Supervised Y Text, layout graph GNN

Fonduer Single span Weak 
Supervision

Y Text, DOM, font visuals, table 
location

LSTM

SWPR Span pairs Supervised N Text, layout graph, font visuals GNN



● Diversity
○ Textual, layout, and visual signals can combine to form 

consistent patterns
● Training data

○ Multi-modal signals allow for accurate and easy creation of 
training data with Data Programming

● OpenIE
○ Visual semantics help make OpenIE extractions from 

semi-structured documents without prior knowledge of the 
subject domain

Short answers
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Conclusion
Colin Lockard, Prashant Shiralkar, 

Xin Luna Dong, Hannaneh Hajishirzi



1. Diversity of data
2. Multiple modalities of text
3. Lack of training data
4. Unknown unknowns

Can we build a single extractor to find consistent 
signals across these diverse elements of data across 
all modalities of text?

Four Challenges



● Diversity: Identifying consistent patterns
○ Leverage consistency in model/representation
○ Leverage redundancy across the web (make scale an advantage)
○ Combining information from multiple modalities can give more 

consistent signals
● Lack of training data: Learning with limited labels

○ Find automated ways to label data
○ Employ weak or semi-supervision in limited labeled data settings

● Unknown unknowns: Stay open--Sacrificing granularity of 
knowledge representation allows for easier scaling

Key Intuitions



Unstructured Text: Short Answers
● Consistency

○ Model problem as text span classification and relationships 
between spans

○ Word embedding models help capture text semantics 
● Training data

○ Weak supervision gives cheap training data
● OpenIE

○ Discovery of new types and relationships



● Consistency
○ Leverage general key-value pair consistency universal in 

templates
○ Leverage site-level consistency in layout and presentation

● Training data
○ Use distant supervision to generate cheap, but noisy training 

data
● OpenIE

○ Discover new relations by label propagation

Semi-Structured Text: Short Answers



Tabular text - Short Answers
● Subject column detection

○ Leverage generic features of subject entities such as value 
uniqueness, string type, number of characters and words

● Column class detection
○ Leverage external data -- web extracted triples, knowledge 

graph
● Relation extraction between column pair

○ Measure similarity between a column and entities of a type in 
a knowledge base



● Diversity
○ Textual, layout, and visual signals can combine to form 

consistent patterns
● Training data

○ Multi-modal signals allow for accurate and easy creation of 
training data with Data Programming

● OpenIE
○ Visual semantics help make OpenIE extractions from 

semi-structured documents without prior knowledge of the 
subject domain

Multi-modal extraction: Short answers



Future Directions - Unstructured text
● Full document understanding (Jia et al, 2019)

○ Relation extraction beyond single sentence/paragraph
● Faster embedding models for scalability
● Non-English languages



Future Directions - Semi-structured text
● N-ary relations
● Relations not involving page topic



Future Directions - Tabular text
● Direct extraction (not relying on existing knowledge)



● Combine all signals from a document
● Make use of images
● Operate from jpgs, scanned pdfs
● Pre-training webpage representations
● Automated ontology construction
● Reproducible research

○ Webpage visual features depend on browser, CSS/JS 
availability, etc.

Future Directions - Multi-modal extraction
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Thank you! Enjoy the rest of ACL!
https://sites.google.com/view/

acl-2020-multi-modal-ie


